CHM 212

Chpt. 3 and 4: Errors in Chemical Analysis

Errors will invariably arise in chemical measurements

· May be experimenter error, instrumental, etc.
You must report the error associated with you measurement

· allows you to state your results with some certainty

Chemists usually perform measurement in replicates (2 – 5)

· allows one to determine the variability in the data

· allows one to determine the uncertainty (statistics) 

· normally the mean value is considered the best estimate of the data set

Important Terms
(1) mean/arithmetic mean (
[image: image1.wmf]x

): is the average of all data points calculated by dividing the sum of all data points by the number of data points in the set
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N is the number of data point, i.e. if 5 replicates are measured, then N = 5.  i is the ith point.
(2) median: the middle result when replicate data are arranged in ascending or descending order
Accuracy vs. Precision:
Not the same thing

Precision: describes the reproducibility of the measurement, i.e. how close are the replicate values one to another obtained under the same conditions.

Three terms are usually used to express the precision of the data

(a) standard deviation

(b) variance

(c) coefficient of variation

these quantities express the deviation (di) of each individual point from the mean



di = 
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We will come back to these expressions and learn how they are calculated

Accuracy: expresses the closeness of the measurement to the true or accepted value.  Accuracy is expressed by the error – absolute or relative.
(a) absolute error: the difference between the measured and true value

· a sign (+ or –) is usually associated with the error

· + means the ith point is larger than the true or accepted value and vice versa

E = xi - xt

xt is the true or accepted value 
(b) relative error: absolute error divided by the true value, also, the percent relative error
· more useful expression, sometimes reported in ppt
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Errors in chemical measurement can be one of three types:
(1) systematic or determinate errors: arise from flaw in equipment or design of experiment
· affect the accuracy of the results

· SE causes data point to differ from the true or accepted value

· Generally SE causes all the data to be too high or too low
e.g. lost of volatile analyte while heating without knowing
(2) random or indeterminate error: arises from uncontrolled variables in the measurement 
· affect the precision of the measurement

· RE causes data to be more or less scattered around the mean

(3) gross error
· occurs occasionally and usually large

· may cause the results to be too high or too low
· often due to human/experimenter error – losing some of your product while weighing, etc.
· often cause outliers which are points that differ significantly, doesn’t seem to fit in with the rest of the data
· you CANNOT simply discard a suspected outlier, you must first perform a Q-test (later) to determine if a point is a true statistical outlier and can therefore be discarded
Systematic Errors:
SE leads to bias in measurement results 
· result may be too low or too high

· they have a definite value and an assignable cause

· they are of the same magnitude for all replicates

Three types of systematic errors

· instrumental, method and personal

(1) instrumental error: non-ideal instrument behavior, e.g. lamp energy drifts, faulty calibration, not letting the lamp warm up long enough

- glassware may deliver or contain different quantities than 

it’s assigned calibrated value if they have been heated – 

· never heat volumetric glassware

· instruments should be calibrated regularly and according to standard (manufacturer recommended) procedures to ensure their proper functioning

(2) method error: arise from non-ideal behavior (physical or chemical) of analytical systems


- slowness of reaction


- side-products of reaction


- incomplete decomposition or pre-treatment of a sample


- ME are the most difficult to detect and are the most serious

(3) personal error: carelessness, inexperience of the experimenter


- color blindness could be a problem


- determining the level of liquid in a grad. Cylinder


- personal prejudice or bias often is the source of PE

Detection of systematic instrument and personal errors

To estimate the bias can employ one of several methods:

(1) analysis of standard samples:
- use standard reference materials which can be purchased 

  from reputable sources e.g. NIST

· standards can be prepared by carefully measured pure materials

(2) independent analysis:

- usually if standards are not available


- use a second independent and reliable method


- independent methods should differ significantly from one 

  another

- statistical analysis is then used to determine if the results are   

  the same 

(3) Blank determinations:
- blank contains the reagents and solvent used in the analysis, 

  but no analyte

· all steps in the analysis are performed on the blank

· results are then used to correct the measurement (usually subtract the values of the blank from the samples)

(4) vary sample size:

- as sample size increases effects of constant errors decrease

Random Errors in Chemical Analysis 
Random/indeterminate errors exist in all measurements

· can never be totally eliminated

· major uncertainty in measurement arise as a result

· most are too small to be detected individually

· cause replicate measurements to fluctuate randomly around the mean of the data set – affects precision

Statistical Treatment of Random Errors

Sample vs. Population
Population: is the collection of all measurement of interest

· may not be realistic, population may be very large

· population may be finite or conceptual in nature

· must be defined by the experimenter

Sample: a subset of the population

· your replicate measurements

· usually a small number that you can analyze and use to represent the population

We can define a sample mean and a population mean:

Sample mean(
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): arithmetic average of a limited sample taken from the population

· found by dividing the sum of all data points  by the number of data points

Population mean (µ): the true mean of the population

· calculated in the same way, but now N is the total number of data points within the population

· usually 
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 differs from ( when N is small because sample set is often too small to represent the population

· in the absence of systematic error ( is the true value for the measured quantity

· usually 
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 approach ( as the sample size increases

· when N = 20 – 30, the difference is usually negligible

Measuring Precision
Recall, precision is the closeness of your data points

· how much spread is there in the data around the mean

· might reveal how good your techniques are

· commonly use standard deviation as a measure of precision

We can define a population and sample standard deviation

· In this class you will always calculate the sample standard deviation

Sample standard deviation (s): standard deviation of a small sample of data
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di = (xi - 
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) – the deviation of xi from the mean

N – 1 is called the degrees of freedom

The sample variance (s2) is the square of the sample standard deviation  

Example 6-1 (pg. 116): find the sample standard deviation for the following replicate measurements performed for the determination of lead content of a blood sample


Lead content: 0.752, 0.756, 0.752, 0.751, 0.760 ppm

Sample mean:
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Degrees of freedom: = 5 – 1 = 4
s = 

To avoid errors, never round a standard deviation calculation until the very end, we’ll come back to rounding later.

Recall, as N increases 
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 more closely represents the true mean

· do more samples – may not be practical however

You can sometimes decrease the standard deviation by 

(1) being more precise in your operations 

· e.g. careful weighing

(2) changing procedures

(3) more precise measuring tools

- graduated cylinder instead of beaker to measure volumes
The reliability of s (sample standard deviation) as a measure of precision increases as N increases
· when N > 20, s is a good estimator of population
If several subsets of data are available “pooling” is used to improve the reliability of s

· assumes same sources of random error

· valid if samples have similar composition and analyzed in the same way

· assumes sample drawn from the same population 
spooled is a weighted average of the individual estimates (s)
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N1 is the number of results in set 1, N2 is the number of results in set 2…, Nt is the total number of data sets that are pooled

EXAMPLE: (6-2 pg 124) Glucose levels in diabetes patients were monitored in different months by a particular spectroscopic method. Calculate spooled for the results presented below.


[glucose], mg/L

M1
1108, 1122, 1075, 1099, 1115, 1083, 1100

M2
992, 975, 1022, 1001, 991

M3
788, 805, 779, 822, 800

M4
799, 745, 750, 774, 777, 800, 758

Propagation of Error
We often work with results calculated from two or more data points, each with its own sample standard deviation – we must therefore estimate the standard deviation of the overall calculation

· the way the error is calculated depends on the type of calculations involved, i.e. addition, multiplication, etc.

REMEMBER: all analytical glassware has some tolerance associated therewith.  When you measure a volume, etc you must include that tolerance and use in the calculation of your standard deviation
· See Tables 2-2, 2-3, 2-4 in the textbook
Addition and Subtraction:
SD is found by square rooting the sum of the squares of the individual absolute standard deviations
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Example: Calculate sy for the following data set


y = 0.50 (±0.02) + 4.10 (±0.03) – 1.97 (±0.05)

y = 2.63 
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Results reported as: 2.63 (±0.06)

Product or Quotient:
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To calculate SD when a product or quotient is involved 

· we first calculate RSD and then convert to absolute SD by multiplying RSD by y
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sy is then found by multiply the RSD by y
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EXAMPLE: 
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If you have mixed operations, always calculate the standard deviation of the sum and difference before the product and quotient

EXAMPLE:
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Exponential Calculations:
Consider 


y = ax
Here x is considered to be free from uncertainty, sy can then be calculated as
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Logs and Antilogs:
Consider


y = log a
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For antilogs:


y = antilog a
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Significant Figures
By convention, results are reported with all numbers known with certainty plus the first uncertain digit
READING ASSIGNMENT!!!

Read sections 3-1 to 3-2 in the text. Section on significant figures.
Chapter 4: Statistical Data Treatment and Evaluation
Statistical analysis is often performed in chemical analysis to guide our judgment about the quality of the data

· confidence interval, t-test, Q-test, hypothesis testing

(1) Confidence interval
In order to know the true (population) mean (() a large number of data points approaching infinity would be required

Statistics allows us to establish an interval around the experimentally determined mean (
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) within which the real population mean (() is expected to lie with some certainty.
· this is called the confidence interval (CI)

· the boundaries are called the confidence limits (CL)

The confidence level is simply the probability that the true mean lies within a certain interval – often expressed as a percentage
CI for 
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“t” is a quantity called “student’s t”, s is the measured standard dev

Values of t at a particular confidence interval are found in table 4-2 (pg 58)

The confidence interval at a particular confidence level (e.g. the 90% CI) tells you that for multiple measurements you would expect that percentage (here 90%) of the error bars associated with the measurement will include the true populate mean

Comparing Mean with student’s t
We use the student’s t to compare results to see if they are the same

· testing the null hypothesis

· NH =  the mean value from two sets of measurements are not different

· We reject NH if there is less than a 5% chance that the observed differences arises from random errors

· That is to say, that there is a 95% chance that our conclusions are correct

CASE 1: comparing a measured result with a “known/accepted”

You purchased a standard reference material from NIST for example, you are testing a method to see if you can reproduce the known/accepted value
· does your answer agree with the known answer?

· Measure all of your samples, calculate the standard deviation

· Find the value of t95 in the table at the appropriate degrees of freedom (N-1)
· Compute the confidence interval using the equation above

· Compare your answer to the known quantity

· If at the value true value is outside the range of you CI, then we conclude that it is different

Example: 

Even with the statistical analysis, we are still left to make the final decision to reject or retain the data – subjectivity (and good common sense) comes into play
CASE 2: Comparing replicate measurements
Here you analyzed replicates of the same sample, but by two different methods

· e.g. UV-Visible spectroscopy and electrochemical determination of the concentration of a particular species in a sample

· each method gives an average value and respective standard deviation (s)

· no known value is available

· assume the population standard deviation is the same for both method

· are the results the same?

· Compute tcalculated and compare with ttable from table 4-2 as before at the desired confidence level

· If tcalc > ttable at desired CL, the results are different
· For two sets of data consisting of N1 and N2 measurements with averages (
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spooled is the pooled standard deviation as described earlier

*Remember, the degrees of freedom for spooled is N1+N2+…-Nt
Nt is the total number of data sets being compared
CASE 3: comparing different samples using two different methods

Here, you have more than one sample and you measure each sample by two different methods

· are the two methods different?

· Perform a t-test on the individual differences between results for each sample

· If tcalc > ttable at the desired CL, the methods are different

[image: image28.wmf]1

)

(

2

-

-

S

=

=

N

d

d

s

N

s

d

t

i

d

d

calculated


EXAMPLE: the cholesterol content (g/L) of six plasma samples was determined using two different methods.  For the most part method B gave lower values for the concentration.  Is method B systematically different from method A
Sample #
Method A (g/L)

Method B (g/L)

d

1

1.46



1.42



0.04

2

2.22



2.38



-0.16

3

2.84



2.67



0.17

4

1.97



1.80



0.17

5

1.13



1.09



0.04

6

2.35



2.25



0.10
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ttable = 2.571 (5 degrees of freedom, 95% CL)

Conclusion:
F-test to compare standard deviations
The F-test tells us if two standard deviations are significantly different from each other

· e.g. the SD from two different methods

· if Fcalc > Ftable then difference is significant (Table 4-4)
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· always put the larger standard deviation in the numerator so that F is always greater than or equal to 1

EXAMPLE: two sets of data (N1 = 8 data points and N2 = 7 data points) gave standard deviations of s1 = 0.00138 and s2= 0.000143 respectively.  Are these two standard deviations significantly different from each other?
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Ftable =

Conclusion:
(4) Q-test for bad data
In some cases a particular datum point appears to be inconsistent with the rest of the data set 
· is it a statistical outlier? Can you discard the point?

· You must perform a Q-test to determine if you can discard a datum point

First arrange the data points in ascending order and apply Q-test
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gap is the difference between the suspect point and the next nearest value, range is the difference between the largest and smallest data points in the set (spread)

If Qcalc > Qtable the suspect point should be discarded (Table 7-5)

EXAMPLE: consider the following results. Is the value 12.67 an outlier and should be discarded?


12.53, 12.56, 12.47, 12.48 and 12.67

Ascending order: 12.47   12.48   12.53   12.56   12.67

Gap: 12.67 – 12.56 = 0.11

Range: 12.67 – 12.47 = 0.20

Qcalc = 0.11/0.20 = 0.55

Qtable at the 90% CL for 5 measurements = 0.64

Conclusion:
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